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Unit 1: Background
1.1 Probability Theory 
Background

Sources: e.g. deeplearningbook.org

http://deeplearningbook.org


Probability theory and Machine Learning
• Data analysis in physics (and most domains) is always probabilistic:


• Inherent stochasticity in the system being modeled. 


• Incomplete observability. 


• Incomplete modeling. 


• Machine learning is inherently probabilistic, and algorithms are written 
down using the notation of probability theory (e.g. expectation values).


• There are various forms of probabilistic machine learning that we will 
encounter, e.g.


• Generative models represent PDFs 


• Machine learning of PDFs with normalizing flows, in Simulation-based 
Inference


• Machine learning with probabilistic weights (Bayesian Neural Networks)


• Machine learning can speed up more traditional statistical inference 
techniques such as MCMC.


• We will thus frequently need concepts from probability theory in this 
course. 

















deeplearningbook.org

http://deeplearningbook.org






Unit 1: Background
1.2 Classical Statistics and 
Data Analysis Background
Sources: 

- Cowan - Statistical data analysis

- also mostly covered in deeplearningbook.org

http://deeplearningbook.org








• Reading for this lecture:  
• For example: Deeplearningbook.org chapter 3, 

parts of chapter 5. 

• Problem set: No problem set in the first week

Course logistics


