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Normalizing Flows

Intro to Normalizing flows



Basics of Normalizing 
Flows



• Normalizing flow: Series of learned transformations that deform a 
simple base distribution into a complicated target distribution.


• Difference with most other ML methods: We learn a probability 
distribution, rather than an arbitrary input->output mapping.


• Review: https://arxiv.org/abs/1912.02762. Widely used in physics 
e.g. in QFT, likelihood-free inference and cosmology
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Normalizing flows are generative models

• Like GANs and diffusion models, 
normalizing flows are generative 
models. 


• They can be used to generate 
images too. However they are 
not currently as good at that as 
these other models.


• But they can do something 
other models cannot: give a 
normalized probability density 
for the sample. The are real 
PDFs. 


Real-NVP flow


Glow flow




• After training two basic operations can be performed:


• Exact density evaluation (backward mode)


• Sampling from the distribution (forward mode)

• Transformation T (the “flow”)                Change of variables of PDF


• Chain many “simple” transformations together to make a complicated 
distribution: 

Normalizing flows
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Designing normalizing 
flows















Source: 2310.03741

Illustration of the MAF flow



Use example: https://arxiv.org/abs/2101.08176 Normalizing Flows for Lattice Field Theory


https://arxiv.org/abs/2101.08176




Research Example: Normalizing flows 
to model the matter distribution in 
cosmology  
(work from my group)



Gaussian initial conditions PDF morphs into complicated late-time 
matter distribution. 

NFs vs structure formation
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Gaussian primordial matter perturbations Non-gaussian matter/galaxy distribution today

Cosmological time evolution

Rouhiainen, MM: arXiv:2105.12024 Normalizing flows for random fields in cosmology

 

https://arxiv.org/abs/2105.12024


Flowing from a correlated Gaussian to todays matter distribution

Density peaks 
match, as in 
physical structure 
formation.

In cosmology: Flow 
from a physically 
motivated prior 
PDF: The gaussian 
field with the right 
power spectrum.

Flow:

RealNVP

Power spectrum matches



De-noising with a Generative Prior
In data analysis in cosmology we often make use of Gaussian priors (Wiener 
Filter). This is no longer justified for very high resolution observations. Using 
the trained normalizing flow we can include non-Gaussian priors: 

We use a flow trained on simulations of the matter distribution. Then we use 
this knowledge of the matter PDF to de-noise an observation of the matter 
field by maximizing the posterior. 

ln p(y |d) = −
1
2

(y − d)TN−1(y − d)−ln pflow(y)

Flow based de-noising

True matter field Noisy observation



De-noising the observed matter field

Rouhiainen, MM: arXiv:2211.15161 De-
noising non-Gaussian fields in cosmology 
with normalizing flows


As expected, the NF lowers the 
reconstruction noise on non-linear 
scales compared to the Wiener 
filter. 


Generative de-noising is useful in 
many other domains. 

MAP

https://arxiv.org/abs/2211.15161

